[bookmark: OLE_LINK1][bookmark: OLE_LINK2]军事领域知识图谱多模态实体识别
评测任务
随着感知技术及装备的迅速发展，军事多模态数据（包括卫星遥感图像、装备三维模型、战术文本报告等多源异构数据）呈现爆发式增长态势，多模态知识图谱在服务军事应用中的作用价值凸显。命名实体识别（Named Entity Recognition, NER）是知识图谱构建的关键技术，如何从多模态信息中自动识别和提取关键军事装备实体，成为构建军事领域多模态知识图谱的重要前提。传统命名实体识别任务聚焦于纯文本内容，近年来兴起的多模态命名实体识别（Multimodal NER, MNER）技术，能够将文本与图像一并作为提取对象，大幅度提升实体识别的多模态服务能力。然而，大部分MNER方法仅停留在“识别实体+分类”层面，未能实现实体与图像中具体区域的绑定，限制了在真实军事领域分析中的应用能力。为此，任务组织方在2020-2024年连续5年组织测评任务的基础上，聚焦基于视觉的多模态命名实体识别（Grounded Multimodal Named Entity Recognition, GMNER）技术，针对军事装备领域的互联网公开数据，协调力量人工标注了“文本-图像”对抽取样例数据集，包括命名实体、实体类型以及实体在图像中的定位信息。在此基础上，携手红山开源平台（https://osredm.com）、中国知识图谱与语义计算大会（CCKS2025，https://sigkg.cn/ccks2025/evaluation-2/），共同开展本次评测任务，旨在推动多模态知识图谱构建技术发展，为军事装备领域专业化数据体系建设提供更好技术支撑，同时遴选优秀团队，共建军事领域知识图谱生态。

1、任务定义
多模态命名实体识别（Grounded Multimodal Named Entity Recognition, GMNER）任务旨在从“文本-图像”对中联合识别命名实体、实体类型以及实体在图像中的定位信息。
1.1 输入
文本&图像。
1.2 输出
命名实体、实体类型和实体在图像中的定位信息（从文本中识别出的实体可能在图像中不存在对应区域，即实体不可定位，此时输出定位信息为None）。
1.3 实体类型
实体类型将随样例数据一并发布。

2、 数据集描述
样例数据包括一定组军事领域的图文数据，和对应识别出的实体数据。
输入数据：
军事领域的图文数据，包含：一个文本文件text.json，一组图片数据001.png、002.png...。
（1） 文本文件（text.json）。军事领域的文本数据，每条文本数据均设有专属唯一标识符（ID），该ID与对应图像资源建立映射关系。格式为“数据ID、文本数据”，其中每组文本数据为一段英文或中文文字。
（2） 图像数据（001.png、002.png...）。文本数据相关的图片，以对应文本数据关联的唯一标识符ID命名图片文件，实现数据与图像的快速匹配检索。
示例：
text.json
{
  "001": {
    "text": "Soldiers test the overall system demonstrator armoured infantry fighting vehicle PUMA."
  },
…
}
001.png
[image: ]
文本数据和图像数据的对应关系如下：
text.json
	字段名
	描述
	样例

	id
	数据集中一条数据的标识
	001

	text
	数据中的文本描述信息
	Soldiers test the overall system demonstrator armoured infantry fighting vehicle PUMA.

	image
	数据中的图片信息
	[image: ]


输出数据：
实体识别阶段的输出为：基于上述数据识别出的命名实体，对应实体文件Entity.json。
输入数据中每一组图文数据可能对应多个命名实体，每一个命名实体包括命名、类别和对应的图像定位信息。Entity.json文件包含基于上述输入数据识别出的所有实体，格式为“数据ID、实体名称、实体类别、实体对应的图像定位信息”。一条文本数据中可识别出一个或多个实体名“name”，同时保证一个name在图片中对应至多一个框区。
Entity.json文件中包含的字段如下：
	字段名
	描述
	样例

	id
	数据集中一条数据的标识
	001

	name
	文字中出现的实体名
	PUMA

	label
	实体类别
	vehicle

	bndbox
	实体框区，如果图片中无该实体则为null，否则要包含xmin、xmax、ymin、ymax分别表示x和y的最小最大值，单位是像素
	{"xmin": 150, "xmax": 250, "ymin": 150, "ymax": 250}


示例：
Entity.json
{
"001": [
{
    	"name": "PUMA",
    	"label": "vehicle",
    	"bndbox": {
"xmin": 150, 
"xmax": 250, 
"ymin": 150, 
"ymax": 250
}
  	}
], 
"002": [
{
    	"name": "Alice",
    	"label": "person",
    	"bndbox": {
"xmin": 100, 
"xmax": 200, 
"ymin": 100, 
"ymax": 200
}
  	},
{
    	"name": "Bob",
    	"label": "person",
    	"bndbox": null
  	}
]
…
}
3、评价指标 
本次GMNER任务的评测包含以下三个要素：实体（Entity），类型（Type），视觉区域（Visual Region）。
3.1 实体与类型评估
对于实体和类型评估，采用严格匹配（Exact Match）方式，要求预测的实体和类型必须与标注完全一致，计算公式如下：

其中，和表示预测的实体和类型，和表示标注的实体和类型，和表示实体预测和类型预测的正确性。
3.2 视觉区域评估
	视觉区域的正确性取决于实体是否可定位。如果实体不可定位，则预测结果必须为None才视为正确；如果实体可定位，预测必须满足边界框与至少一个真实标注的 IoU（交并比）超过 0.5。计算公式如下：

	其中，表示预测视觉区域，表示标注的视觉区域，表示视觉区域预测的正确性。
3.3 综合评估指标
	对每条预测的正确性（correct）评估需要综合上述三个要素，其计算公式如下：

然后计算精确率（Precision, P）、召回率（Recall, R）和 F1 值（F1-score），并以F1 值作为最终排名依据，计算公式如下：



	其中，#correct、#predict和#gold分别表示正确预测的样本数目、预测样本总数和真实表述样本总数。
4、任务提交及评分
4.1 实现方案要求
本次评测，要求参赛队调用开源大模型来实现命名实体识别，一方面需要构建有效的prompt，一方面需要考虑多个大模型的联合使用。
模型选择：开源大模型（便于测试以及复现）。
实现方式：可以只调用一个大模型，也可以同时使用多个大模型进行整合。
4.2 最终提交材料
组织方将于赛程规定时间节点依托指定平台发布标准化测试数据集，各参赛队需在限定内（具体时间以组委会公告为准，届时将提前通知）提交代码及测试结果。要求代码可复现，测试结果需严格遵循输出格式示例，封装为指定格式的JSON文件，并命名为"result.json"。
测试结果提交完成后，各参赛队需在规定时间节点内提交所有参赛材料，包括：
a) 方法描述文档
b) 方法的实现代码，要求代码可复现
4.3 依托平台
本次评测的任务提交，将依托红山开源平台（https://www.osredm.com/competition/zstp2025/）开展，参赛队在该平台完成注册、数据下载、结果提交等工作。
4.4 评估方式
组织方将于赛程规定时间节点提供样例数据集，用于参赛者自行验证。遴选军事领域的若干组“文本-图像”对数据作为测试数据集，用于最终评估模型在军事垂直领域的应用效果。进入最终测试环节后，参赛队需在限定时间内，针对测试数据集自动识别命名实体、实体类型及其在图像中的定位信息，而后提交测试结果及方案代码。结果提交后，平台将调用预设评估脚本进行多维度指标验证，评分结果即时展示在队伍控制台。赛后，组织方将结合参赛队提交的说明文档对代码进行复现，验证提交结果的真实性。
1. 样例数据发布阶段
组委会将于赛程规定时间节点依托指定平台发布样例数据集，参赛队可自行用于验证。
2. 测试数据发布阶段
组委会将于赛程规定时间节点通过指定平台发布标准化测试数据集，各参赛队需在限定内（具体时间以组委会公告为准，届时将提前通知）完成以下操作：
(1) 执行自动化流程生成测试结果
(2) 严格遵循输出格式示例，将输出结果封装为指定格式的JSON文件
3. 结果提交与自动评估阶段
（1）文件规范：输出文件必须按"result.json"格式命名（区分大小写），同时需要上传方法的实现代码，要求代码可复现
（2）提交方式：在指定平台上传系统进行提交（每个TeamID限5次提交）
（3）评估机制：系统将实时调用预设评估脚本进行指标验证，在线展示评分结果。
（4）时效要求：以截止时间前最高一次成绩作为最终成绩（逾期提交通道自动关闭）
4. 结果真实性检验阶段
结果提交截止后，组织方将结合参赛队提交的说明文档对代码进行复现，验证提交结果的真实性。待验证符合后，确认参赛队得分，从而确定最后名次。
5、报名方式
参赛队需首先在红山开源平台完成注册（https://www.osredm.com/competition/zstp2025），并在“参赛报名”处填写相关信息，鉴于本次评测专家标注样例数据集的价值，参赛队需提交队长所在单位证明（相关要求见报名页面）。参赛队通过审批环节后，可在红山开源平台完成样例数据集下载与结果提交。
6、奖励设置
CCKS2025组委会为本次任务提供3万元奖金（税前），奖励3支获奖团队，奖金设置如下：
第一名：12,000元（税前）
第二名：10,000元（税前）
第三名： 8,000元（税前）
7、时间安排
时间安排初定如下，后续如果有调整，以CCKS2025发布信息为准。
· 报名时间：5月19日—8月1日
· 样例数据集发布：6月1日
· 结果提交：8月8日
· 结果及测试数据集公示：8月15日
· [bookmark: _GoBack]CCKS会议日期(评测报告及颁奖)：9月19日—21日
8、组织者信息
任务组织者：
张  静，军事科学院系统工程研究院 

任务联系人邮箱：
（可通过该邮箱联系沟通）
xwyu18@163.com
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